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A1 THERMAL PROPERTIES

A1.1 Thermal Diffusivity

Hardt and Holsinger (1973) have found that despite thermal diffusivities (k/pc) in

theory being independent of compaction pressure, values for compressed and

uncompressed powders differ by as much as an order of magnitude which they

attribute to the predominance of surface effects. They have also found that the thermal

transport properties depend also on the particle size and on the direction of

compression (Hardt and Holsinger, 1973).

A1.2 Thermal Conductivity

Parrott and Stuckes (1975:124-126) have made the following generalisations with

regards to the thermal conductivity of isotropic oxides:

a

Oxides with a lower atomic weight of the cation show a higher thermal
conductivity to that of one with a higher atomic weight. This is attributed to the
increasing anharmonicity in the lattice vibrations as the atomic weight of the
cation becomes increasingly large to that of the oxygen atom.

The apparent thermal conductivity has been shown to decrease above 300K until
about 1000K where it increases due to radiative heat transfer and

The thermal conductivity for single crystals is higher than that of a polycrystalline
substance.

Small quantities of impurities lower the thermal conductivity, especially around
the peak of the thermal conductivity-temperature curve.

The addition of a second component to form a solid solution greatly decreases the
thermal conductivity. The solid solution disturbs the short range order of the
lattice and consequently the phonons responsible for heat conduction, with
wavelengths of the order of a few interatomic spacings, are effectively scattered

by such disturbances.
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Cosgrove et al (quoted by Parrott and Stuckes, 1975:126) found that the different
conditions used in crystal growth affected the thermal conductivity. A decrease was
found with decreasing freezing rate and with increasing temperature gradient at the
liquid/solid interface. This was attributed to the degree of microsegragation produced
in the crystals as the freezing conditions were changed (Parrott & Stuckes, 1975:126-
127).

In general the thermal behaviour of the heterogeneous material, unlike that of a solid
solution, lies between that of its components and depends on the volume and

distribution of each component (Parrott & Stuckes, 1975:128).

For a mixture of 2 components with the materials arranged in parallel slabs, the

relationships represented in Figure A-1 hold:

Nomix (min) = —2142
mix (min) = “55 05570

v

/ Amixmaxy = G1l1 + @22

Lo

Figure A-1: Simple Parallel-slab Model (Parrott & Stuckes, 1975:130, Godbee and Ziegler, 1966b)

Heat conduction in this arrangement is predominately through the better conductor.
However, for heat flow perpendicular to the plane of the slabs the heat flow through
each component must be equal but the temperature gradient in each is different as can
be seen in Figure A-1. It is dominated by the poorer conductor and is the minimum

conductivity of the arrangement (Parrott & Stuckes, 1975:129-130).
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Porous Solids

When the thermal conductivity of the fluid is negligible compared to that of the solid,

Maxwell’s model simplifies to:

/lmix 1 - ¢

Aot 14+ 16

Since the thermal conductivity of air is negligible, porosity levels up to 10-20%
merely reduce the observed phonon thermal conductivity. However as the pores are
not always spherical, Parrott and Stuckes (1975:133) and Taylor (1986:4921) have
found that experimental results can sometimes be fitted rather better to the equation:
Jnix = Deon(1 = )

A limitation of this expression is that the shape of the pore is not always known.
Where the porosity exceeds 25% conduction due to the solid component is reduced by
the constriction in the heat flow paths provided by the pores. There are 4 basic heat
flow mechanisms that can interact with each other: normal solid conduction, gaseous
conduction through the pores, convective heat transfer within the pores and radiation
across the pores. Convection can in general be neglected unless the pores exceed
about 3mm in diameter; furthermore the contribution due to conduction through the
gas is small compared with the solid conductivity (Taylor, 1986:4921-4922). Heat
transfer by radiation increases as the pore size increases. As radiation has a T*
dependence, it plays an increasingly active role at high temperatures. The thermal
conductivity will decrease with increasing proportions of glass, liquid and pores
although it will start to increase at very high porosities due to the increasing effect of

radiative heat transfer (Parrott & Stuckes, 1975:133-134).
Powders

The thermal conductivity of powders is very dependent on the physical texture. For
porous samples the low values of thermal conductivity which are obtained are due to
the presence of air and also the constriction to heat flow in the solid path at contacts
between grains or fibres. Carbon black has a thermal conductivity lower than air due
to the presence of a large volume of pores smaller than the mean free path of air

molecules. In general, the smaller the particle size, the lower the conductivity. None
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of the theoretical models proposed above have good agreement with experimental
results as they are too low at room temperature and the experimental conductivities
will increase more rapidly with temperature than the model predicts owing to neglect
of radiative heat transfer through the air spaces. Lausitz (quoted by Parrott & Stuckes,
1975:145) has commented that although the mathematics is exact, the models used are

artificial and radically depart from real powders (Parrott & Stuckes, 1975:144-145).

According to Veale (1972:139) the thermal conductivity of an agglomerated powder
in a gas can be calculated by assuming that the heat is transferred by conduction
through the solid, by conduction through the gas and by particle to particle radiation.
For fine powders, conduction is small owing to the small contact areas between the
particles, although these areas may be somewhat increased by the presence of
adsorbed layers or preferential condensation of liquid into the saddles between
particles. Conductivity is independent of gas pressure as long as the mean free path of

the gas molecule is less than the interparticle spacing (Veale, 1972:139-140).

Beck (1984) has used the models proposed by Maxwell and Rayleigh, Russel, Webb,
Gorring and Churchill and Kunii and Smith to predict the thermal conductivity of
Sb/KMnOy (quoted in Beck, 1984). He found that the model of Kunii and Smith gave

reasonable results.
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A2. EXTRACTION OF KINETIC PARAMETERS AND

COMBUSTION MODELLING

A number of authors have attempted to mathematically model the combustion wave

with mixed success. The earliest theory was based on the Mallard-Le Chatelier theory

.. A0
of propagation, i.e. v=—————— (Quoted by Beck, 1984).
propag b p(T, -T) Q y )

Snegirev and Talalov (1991) have outlined a procedure for recovering kinetic
parameters from data of firing a pyrotechnic mixture by an incandescent surface at a
constant temperature. They have stated, however, that the combustion time can not be
calculated using the kinetic parameters which they derived for the Si-Pbs;O4
composition as they have not considered the increase in retarding effect of a SiO,
layer on the Si particles, kinetics of the Pb3O4 decomposition and the transport

oxidising agent to the zone of combustible material oxidation.

A2.1 Leeds Method for Gasless Pyrotechnic Reactions

Boddington et al (1982, 1986) have derived a model for the analysis of temperature
profiles for gasless pyrotechnics to obtain information regarding the adiabatic
temperature rise and the local instantaneous rate of heat evolution. The model is one
of a long cylinder of gasless pyrotechnic mixture, initially and finally at ambient
temperature Ta. They have assumed that the temperature excess U=T-Ta over a cross

section normal to the axis of propagation is given by:

t'U,-U,+G-Ut, "' =0

The time ¢ = %)c 2 is the rise time of the inert forewave of the profile in the

absence of lateral heat transfer. ¢, = % is the thermal relaxation time of the system

due to lateral heat transfer. G = % is a measure of the local thermal power arising

from the heat effects of all the chemical and phase changes. The model is based on the
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assumption that the density, thermal conductivity, specific heat capacity etc. are
independent of temperature. This model has been further developed by Boddington et
al (1989, 1990) to allow for a more complex rate law to describe the reaction kinetics
at low temperatures and where the global approach used previously predicted too
great a reaction rate and to allow for heat loss. The approach is to combine a high
temperature diffusion term with an Arrhenius temperature dependence that determines
the behaviour at lower temperatures. A limitation of the model is that it makes no
allowance for phase changes and is pseudo-one-dimensional (Boddington et al, 1989

and 1990).

Drennan and Brown (1992b), Rugunanan and Brown (1994a,b,c), Rugunanan (1991)
Beck (1984) have used this method for the extraction of kinetic parameters for binary

and ternary mixtures.

A2.2 Combustion Synthesis Reaction Modelling

Munir (1988) has proposed the following equation to calculate the velocity of the

combustion front for SHS reactions:

2
v = f(n)%Rgc K, exp(%)

where f(n) is a function of the kinetic order n and T the absolute temperature.

The equation was derived with the following assumptions:

o The thermophysical properties of the product are not strong functions of
temperature.

o Convective and radiative heat losses are negligible.

o The width of the reaction zone is narrow in comparison with the thermally

affected zone (Munir, 1988).
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Varma et al (1998) on the other hand have proposed the following equations for the
combustion wave velocity in gasless systems:

o For a zero order reaction:

2
g 2ARE L (E
p0 E RT,

o For n’th order type kinetics, Varma et al (1998) have proposed:

—n)A RT?
v2 = (2 n)l—CKo exp _i
E RT

PQ

This equation is not valid for n>2, since it leads to zero (n=2) and imaginary values

c

of velocity for n>2). The origin of this discrepancy is that when the dependence of
reaction rate on conversion is sufficiently strong (e.g. for higher order reactions), the
reaction rate away from the adiabatic combustion temperature may also be significant.
Khaikan and Merzahanov (quoted by Varma et al, 1998) derived the following
equation for n’th order kinetics:

Sy | 4 RT
v = || () VARL g | - B
2 2¢) [p0 RT.

0

where I'(z) = J.e'[tz'ldt is the gamma function.
0

These equations were based on the following assumptions:

0 The Lewis number is very small i.e. Le:2<<<1. This means that heat
a

conduction occurs much faster than mass diffusion and therefore mass diffusion at
a macroscopic scale may be neglected and an average concentration of the
reactants in any local region may be used. Density, thermal conductivity and heat
capacity are an average of the reactant and product values.

0 The temperature and concentration profiles do not change with time (constant
pattern propagation).

a There is no heat loss.

0 There is one chemical reaction.

o The rate of heat evolution is neglected everywhere except in the narrow zone near

T, (narrow zone approximation) (Varma et al, 1998).
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This theory applies mainly to kinetic-controlled reactions, but reactions involve many
processes. Merzanhov (quoted by Varma er al, 1998) compared experimental data
with combustion equations for various types of heat sources and concluded that the
combustion wave velocity can be represented as follows:

)

2 * *
vi=A(n ,T )exp| — *
(n,T) p( R

Where T" and n* are the values of temperature and corresponding conversion which
control the combustion front propagation and A(T*,n*) is a function weaker than the
exponential. Merzhanov (quoted by Varma ef al, 1998) identified 4 types of

combustion:

0

o Combustion with a thin reaction zone (Figure A-2). n'=1, 7" =T, ~ T, + =
c

Figure A-2: Temperature Profile for Combustion with a Thin Reaction Zone (V arma et al, 1998)

o Combustion with a wide zone which occurs when a product layer strongly inhibits

the reaction (Figure A-3). T" =T, + 277* , where 0" is determined from:
c

00401 T") g’ T _
c oT on
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// /)

Fignre A-3: Temperature Profile for Combustion with a Wide Reaction Zone (Varma et al, 1998)

o Combustion with phase transformations (Figure A-4). T'=T,, (melting point) and

« (T,-T)

%)

[/ /

Figure A-4: Temperature Profile for Combustion with Phase Transformations (V arma et al, 1998)

o Combustion with multistage spatially separated reactions (Figure A-5). n*1= 1 and

T ~T, + (gj where the subscript refers to the first low temperature stage of the
c

complex reaction (Varma et al, 1998).
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[/ /

Fignre A-5: Temperature Profile for Combunstion with Multistage Spatially Separated Reactions
(Varma et al, 1998)

Varma et al (1998) have further proposed that the temperature profile in the
preheating zone be described by:

Tr=T,+(T, -T, O)exp(l xj where x<0 and x; = 2 denotes the characteristic
a v

length scale of the combustion wave. The temperature profile in the reaction zone is

equal to the combustion temperature.

A2.2.1 Mictrostructural Models

Microstructural models have been developed to account for reactant particle size and
distribution, product layer thickness etc and correlate them with the combustion
temperature and velocity. The equations used are similar to those in the previous
section. However the kinetics of heat release may be controlled by phenomena such as
diffusion through a product layer of melting or spreading of reactants. These
phenomena often have Arrenhius-type dependencies. The dependence of velocity on

particle size has been described as:v = f(d)F(T) (Varma et al, 1998)

Four reaction cell geometries have been used in the theoretical models (Varma et al,

1998). These include:
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l.

Alternating lamellae of the two reactants (A and B) which diffuse through a
product layer (C) to react i.e. A(s) + B(s) = C(s) (Figure A-6).

A B

Figure A-6: Reaction Cell Geometry for A(s) + B(s) — C(5) (Varma et al, 1998).

By assuming that the particles are flat, it is possible to neglect the change in
the reaction surface area. The characteristic particle size is equivalent to the
layer thickness and the relative thickness of the initial reactant layers are

determined by stoichiometry. Hardt and Phung (1973) found that f(d) oc%

0.810

5 (all units are British).
wya,pc”(0.035E—-T,)

e v=

Aldushin et al (quoted by Varma et al, 1998) developed the following kinetic

function:
o(n,T)=K, exp(— ﬁje 'n™" which describes linear (m=0, n=0), parabolic

(m=0, n=1), cubic (m=0, n=2) and exponential (m>0, n=0) Kkinetic

dependencies. Combination of these dependencies with the velocity equation

yields the following:
1) Power law kinetics (i.e. m=0, n>0)
n+1)n+2
vl D) g
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i1) Exponential kinetics (i.e. m>0, n=0)

2
m

Ve iema D

For a unimodal particle size distribution with particle size distribution

function, yx(d) the effective diameter can be calculation using
0.5
d, = Uj: d* y(d)dd } and used in the above expressions in place of d. For

a bimodal distribution, the combustion wave has a two stage structure similar
to Figure A1-5, where two combustion fronts propagate in sequence. Using
effective particle sizes for fine (d;) and coarse (d,) particles the velocity
dependence for the leading combustion front is described by:

F(T)
lam, +dy (1 —my)]”
(Varma et al, 1998).

U = where m; is the mass fraction of finer particles

. A spherical particle of one reactant (B) is surrounded by a melt of the other
reactant (A) and a solid product layer (C) grows on the surface of the particle
with the molten reactant diffusing through the product layer i.e.
A()+B(s)—>C(s) (Figure A-7). At a given temperature the concentrations at
the interphase boundaries are determined from the phase diagrams of the

system (Varma et al, 1998).

Figure A-7: Reaction Cell Geometry for A(l) + B(s) = C(s) (Varma et al, 1998)

A-12



University of Pretoria etd — Ricco, | (2005)
Appendix A

3.

4.

b

Similar to the second cell geometry except that the solid reactant diffuses
through an initial product layer to the melt and a liquid product is formed
which crystallises in the in the volume of the melt after saturation i.e.
A(D)+B(s)—>C(l) (Figure A-8). The initial product layer’s thickness is assumed

to remain constant. Cao and Varma (quoted by Varma et al, 1998) reported the

0.5
. : . 1(2 1 .
combustion wave velocity as being U = {E (; +gﬂ F(T) where 9 is the
thickness of the initial product layer.
A+C ,ﬁ
ABy

Fignre A-8: Reaction Cell Geometry for A(l) + B(s) — C(1) (Varma et al, 1998)

Both reactants melt and the liquid product forms in the reaction zone i.e.
A()+B()—C() (Varma et al, 1998) (Figure A-9). After both reactants melt,
their interdiffusion and the formations of a liquid product occur
simultaneously. In the kinetic-limiting case, for a stoichiometric mixture of
reactants (A and B) the propagation velocity does not depend on the initial

reactant particle sizes. For diffusion-controlled reactions the velocity is
b,
v=—F(T) where
d
1 if d<dg™

> v,MWw,

if d>dp™
D} —d* v, MW, N

dg™ is the diameter of reactant B in a corresponding stoichiometric mixture

and D, is diameter of the reaction cell.
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DI‘C
A+C
AB/v
)

Fignre A-9: Reaction Cell Geometry for A(l) + B(l) — C(1) (Varma et al, 1998)

2.2.2 Cellular Models

For cellular models, the reaction medium is divided into a discrete matrix of cells,
where the temperature and effective properties are assumed to be uniform throughout
the cell. The difference between cellular models and finite difference/element models
is that the latter are finite approximations of continuous equations with the implicit
assumption that the width of the reaction zone is larger than other length scales
(diffusion, heterogeneity of medium etc.). Cellular models have no such assumptions
and the local transport processes in a heterogeneous medium is accounted for. Varma
et al (1998) provide a description of the cellular models which have been reported in

literature.

A2.3 Combustion with Gaseous Reaction Products

Varma et al (1998) describe the various models which have been derived for filtration
combustion, i.e. gas-solid reactions. These models will not be discussed here as they
involve the addition of a gaseous reactant which is not the case for pyrotechnic delay

reactions, where both reactants are initially solids. However, the model proposed by
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Aldushin and Zeinenko (1992) will be discussed to gain an insight into the effect of a

gas on the burn characteristics.

It has been shown by Aldushin and Seplyarskii (quoted by Aldushin and Zeinenko,
1992) that the flow of a heat carrier through the reacting medium, in the direction of
propagation of the combustion zone, increased the temperature of the zone above the
thermodynamic adiabatic combustion temperature. The gas, passing through the
reacting mixture, acts as a heat transfer medium, and heats the initial mixture. One
characteristic of this system is the inverse relation between the density of the gas flow
and the velocity of the reaction wave. In such a system, a state of steady combustion
is possible only with spontaneous balancing of the gas separation processes and the
effects of the gas flow on the temperature and velocity of propagation of the reaction

zone (Aldushin and Zeinenko, 1992).

Based on an isotropic porous pyrotechnic mixture as reacting medium, Aldushin and
Zeinenko (1992) have proposed the following equations for the steady combustion

front:

N
c
mV1cl(§ _771)Tg': vlcly(Tg _’I;')JraZ(Tg _Ts)

where mn, =y and y = K, exp(_ %T jf(m)

when x = —o0 : T=T,=T,, n,=0 and
when x =0 : T=T=T, n1=1

The above equations are the material and heat balances for the steady combustion
wave, counted from right to left, with respect to the spatial variable x and not with the
moving reaction front. The terms with dashes are the differentials with respect to x.
The parameter, &, determines the direction of the gas flow. Depending on the
conditions of combustion, the gas can flow in the direction of the moving front (¢=1),
or in the reverse direction (§=0). Aldushin and Zeinenko (1992) have described the

detailed derivation of these equations.
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Their model is based on the following assumptions:

0 The thermophysical properties and the heat of reaction were constant.

o The thermal conductivity of the gas, drop in pressure in the porous layer and heat
loss to the surrounding medium were negligibly small.

0 Phase transformations did not occur.

o There was no flow of the condensed components.

o The combination of the actual chemical reactions occurring was equivalent to a

single overall reaction described by y = K, exp(_ % T ) f(m).

0 The boundary conditions were defined by the thermal equilibrium of the phases at

large distances from the reaction zone (x=0).

From these equations Aldushin and Zeinenko (1992) have derived the following
equations:
0 The combustion front temperature, T:

n=n+2@—@mj

Cl Cl

o The combustion mass velocity:

Kol RT.? ( Ej
X

pl -
m? = 0 1E RT,
J(l_nl)dﬂl
0 f(771)

According to Aldushin and Zeinenko (1992) the assumption of a narrow chemical
reaction zone is consistent with the heat conduction mechanism of combustion wave
propagation. During the flow of a gas through the combustion products, this is the
only mechanism, whereas when the gas moves with the front, propagation of the
reaction can be a convective mechanism, in addition to conduction (Aldushin &

Zeinenko, 1992).

Experimentally, Aldushin and Zeinenko (1992) attempted to confirm the possibility of
propagation of a steady combustion wave in a porous partially gasified medium and to
determine the effect of heat transfer between the gaseous reaction products and the

initial material. They used oxygen-containing mixtures based on sodium chlorate
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granules. They found that when the flow of the generated oxygen was in the direction
of the moving front, the maximum temperature exceeded the combustion front
temperature of the products, without taking into account the heat transfer from the
gaseous reaction products, but did not exceed the theoretical combustion temperature
because of heat losses and the low mass velocity of steady combustion. Furthermore
they found that mixtures that burned at a stable constant rate when £&=0 burned at a
progressively increasing rate when &=1. Also, a change in the direction of low for
mixtures which were not capable of stable propagation under normal conditions, led
to the stabilisation of the combustion. This leads to the assumption that for highly
concentrated fuel or compositions of low activity, the change in the direction of gas
flow causes the heat transfer mechanism to change. They thus confirmed using the
above model experimentally that a steady combustion wave can exist in a porous
reacting media composed of chemical sources of pure gases when the gaseous
reaction products heat the original material. In this study they have found that the
temperature of combustion increases with increasing mass fraction and heat capacity
of the released gas and exceeds the adiabatic combustion temperature of the material

(Aldushin & Zeinenko, 1992).

Nosgrove et al (1991) proposed a model to study the effects of gas production on

pyrotechnic compositions. Their model is based on the following assumptions:

o The flow is one-dimensional so that all the variables depend only x the distance
down the delay element and on t, the time. This assumption is poor as it neglects
heat losses into the detonator wall which is not one-dimensional.

0 The temperature of the reacting solid is the same as that of the gas.

o The gas which is released flows under the action of the local pressure gradient
according to Darcy’s law, but the reacted solid does not move. This implies that
permeability is uniform throughout the element length, but the permeability is
sensitive to the structure and void fraction of the porous medium which changes
as the reaction proceeds.

o Transfer of heat by radiation between the fuel particles may be neglected.

o The gas is an ideal gas.

The resultant equations are:

o Flame Temperature:
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_ O(po— p-)
Tw=to+ peCs + (L= D (po— p)c,

o Flame Speed:

) Apo(2 = D)RT*r(Ty)
VA1) = S ‘
E(po— po)[0+(c, — )Ty — To)]

They found that the boundary conditions which change as a result of the gas flow can
only be used generally to obtain an explicit model and therefore do not describe the
effect of the solid to gas conversion and gas flow. They have attempted to solve the
problem numerically and found that the direction in which the gas flows and where

the detonator is punctured does have an effect on the reaction (Nosgrove et al, 1991).

There has been mixed success for comparing experimental results with these and
other theoretical models. The use of simplifying assumptions such as the narrow zone,
and one step reaction pose problems. The simplifying assumptions need to be satisfied

under experimental conditions in order to obtain intrinsic kinetic data.

A3 TIME TO IGNITION

Boddington et a/ (1986) have measured the times-to-ignition using a temperature-
jump technique in order to derive the chemical activation energies. The aim was to
raise the temperature of the reagents as quickly as possible from its initial temperature
to a temperature, T, above the critical temperature. They found that the
measurements were not sufficiently precise to discriminate between the various
methods which have been proposed by previous authors (quoted by Boddington et al,
1986).
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A4 COMPUTER MODELLING

Taylor (1994) attempted to use computer modelling to complement the existing

experimental techniques used to analyse pyrotechnic compositions. A detailed

discussion of his work will not be discussed here.

In summation, Taylor (1994) found the following:

]

The one-dimensional model used a simple model (Heat loss through the sides of
the column is negligible, heat loss through ends is described by Biot number) and
of the column with temperature being calculated at each node at each time step
using an explicit method. The method depended on the availability of good kinetic
data. It would be beneficial to implement for quick evaluation of compositions.
The two-dimensional model allows for heat loss and stipulating surrounding
material. It had the added advantage of being able to obtain fringe and contour
plots and temperature gradients. The model was limited by the quality of the
available kinetic data and available computation time.

The particle-packing model was based on the assumption that the fuel and oxidant
particles both had uniform but different radii and that all the particles were
spherical.

The Monte Carlo method incorporated the effect of random packing of the

particles on the burn speed.

He recommended that future models allow for the introduction of temperature

dependence of properties such as heat capacity etc., non-homogeneous material in the

composition (additives), direct incorporation of variables such as compaction and

composition and improvement in the models used for kinetic analysis of experimental

temperature profiles (Taylor, 1994).
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XRF REPORT:

CLIENT: Isabel Ricco University of Pretoria
:ﬂ'?ﬁzﬁ?{r:;rmu of South Alrica Tel (012) 4209111
DATE: 20 April 2001 By G ainss
XRD & XRF Laboratory
. Department of Earth Sciences
SAMPLES: CuQ samples ot n v o
Fax.: (012) 362 5219
ANALYSIS: e-mail: mloub@scientia.up.ac.za

The sample was mounted on a thin film and analysed using the ARL9400XP+ spectrometer with the
wide confidence limit program. Due to the very small sample used these values are not exact but
indicative of the impurities present.

% SAMPLE1 SAMPLE2 SAMPLE3
Si0, 1.52 n/d n/d
TiO, n/d n/d n/d
Al.O, 182 n/d n/d

Fe,O, 0.49 0.74 n/d
MnO 0.25 0.32 0.53
MgO 1.41 0.36 0.63
CaO 18.5 0.61 0.69
Na,O n/d n/d n/d
K.,O n/d n/d n/d
PO, 0.21 0.11 0.11
SO, 19.1 n/d n/d
Cr,0, 940 ppm n/d n/d
NiO 0.54 0.29 0.20
CuO 55.5 97.3 97.8
Zn0 0.41 0.27 n/d

If you have any further queries, kindly contact the laboratory.

Analyst:

M.Loubser -
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APPENDIX E

BURN RATE MEASUREMENTS FOR INITIAL TRIALS
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All burn speeds are in mm/s. All runs under 1 were run in Nov 01 and all runs under 2 were run Feb. 02. The samples of PbCrO4 were lost

A) CuO and Si

1 2
Method of Mass Fuel:Total Burn Burn
intitiatior | oxidani | Mass Si | mass ratic AEL tests mm Comment speed mm Comment Speed
Shock Tube] 25.309 4.691] 15.63667]Did not ignite 4 Mixture Failure 10|Shock Tube Failure
Mixture Failure, heat Mixture Failure, heat
Starter 5/due to starter element 10|due to starter element
B) MnO2 and Si
1 2
Method of | Mass Fuel:total Burn Burn
intitiatior | oxidani | Mass Si | mass ratic AEL tests mm Comment speed mm Comment Speed
Shock Tube 17.218] 2.789] 13.94012|Burnt with sealer, 5| Mixture Failure 10|Shock Tube Failure
Mixture Failure, heat Mixture Failure, heat
Starter Burnt with sealer and starter 5/due to starter element 10|due to starter element
C) CuO.MnO2 (Prepared by Serei) and Si
1 2
Method of | Mass Fuel:total Burn Burn
intitiatior | oxidani | Mass Si | mass ratic AEL tests mm Comment speed mm Comment Speed
Shock Tube] Did not ignite 5|Mixture Failure 10| Shock Tube Failure
Mixture Failure, heat Mixture Failure, heat
Starter 5/due to starter element 10|due to starter element
D) Cu(Sb02)2 (Prepared by Serei) and Si
1 2
Method of | Mass Fuel:total Burn Burn
intitiatior | oxidani | Mass Si | mass ratic AEL tests mm Comment speed mm Comment Speed
Shock Tube Burnt with sealer, 5|Mixture Failure 10|Shock Tube Failure
Starter Burnt with sealer and starte
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E) CuO.Fe203 (Prepared by Serei) and Si
1 2
Method of | Mass Fuel:total Burn Burn
intitiatior | oxidani | Mass Si | mass ratic AEL tests mm Comment speed mm Comment Speed
Shock Tube] Did not ignite 4 Mixture Failure 10| Mixture Fai